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Abstract 

               We present a noisy composite gradient descent algorithm for differentially 
private statistical estimation in high dimensions. We begin by providing general 
rates of convergence for the parameter error of successive iterates under 
assumptions of local restricted strong convexity and local restricted 
smoothness. Our analysis is local, in that it ensures a linear rate of 
convergence when the initial iterate lies within a constant-radius region of the 
true parameter. At each iterate, multivariate Gaussian noise is added to the 
gradient in order to guarantee that the output satisfies Gaussian differential 
privacy. We then derive consequences of our theory for linear regression and 
mean estimation. Motivated by M-estimators used in robust statistics, we study 
loss functions which downweight the contribution of individual data points in 
such a way that the sensitivity of function gradients is guaranteed to be 
bounded, even without the usual assumption that our data lie in a bounded 
domain. We prove that the objective functions thus obtained indeed satisfy the 
restricted convexity and restricted smoothness conditions required for our 
general theory. We then show how the private estimators obtained by noisy 
composite gradient descent may be used to obtain differentially private 
confidence intervals for regression coefficients, by leveraging work in Lasso 
debiasing proposed in high-dimensional statistics. We complement our 
theoretical results with simulations that illustrate the favorable finite-sample 
performance of our methods. 

 

 


